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Executive summary

This paper investigates bias detection methods for ESG scoring 
models. We show how to assess and quantify the model biases 
both  relatively  to  a  group  of  peers  and  in  absolute  value.  We 
separate  endogenous  bias  factors  used  as  input  in  the  model 
and  can  be  modified  by  analysts,  and  exogenous  factors  such 
as  the  company  size,  activity  sector,  and  main  geographical 
area. We propose a methodology to mitigate these biases and 
compute  a  score  that  is  independent  of  the  chosen  factors. 
Finally,  we  propose  a  framework  to  detect  the  companies 
whose  intrinsic  performances  outperform  their  peers 
independently of the exogenous biases of the model.  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Preface
One of  the  key  drivers  of  the  finance  industry  over  the  past  few years  has  been 
socially responsible investment. From a few pioneers 15 years ago, 4000 financial 
institutions  are  now  UN  PRI  signatories  and  the  total  assets  managed  by 
signatories  reach  more  than  120T$.  This  trend  shows  the  growing  public 
commitment of the finance industry to ESG and responsible investment.

The rapidly evolving ESG landscape and growing market demand for ESG products 
entail new risks for all stakeholders in the ecosystem. Standards, frameworks and 
initiatives  have  multiplied  to  the  point  that  claims  from  investors  are  almost 
impossible  to  monitor  and  compare  properly.  Many  asset  managers  develop 
internal  proprietary  scoring  models  to  make  up  for  this  opacity  and  justify  their 
ESG commitment.

As available ESG scores from rating agencies already show low correlation (Aaron 
K.  Chatterji,  Rodolphe  Durand,  David  I.  Levine,  Samuel  Touboul,  2015),  the 
multiplication of proprietary models is likely to amplify this phenomenon. The raw 
data  underlying  these  scores  also  still  lacks  the  quality  to  support  efficient 
decision-making.  Classic  issues  for  designers  of  ESG  scoring  models  include  data 
availability,  transparency and update frequency,  or  even the lack  of  a  consensual 
proxy to measure a chosen indicator (biodiversity, happiness…).

The wide  range of  scoring  models  flooding  the  market  is  not  harmful  as  such,  as 
every investor may be concerned by different aspects of the ESG performances of 
a company and therefore when attributing it a score. The issue rather comes from 
the lack of transparency on the methodologies, biases and interests of the raters 
that only use their scores internally.

Scoring  models  are  algorithms  developed  by  finance  professionals  to  aggregate 
raw ESG data into ESG scores that can support investment decisions along with a 
financial  analysis.  As  there  is  no  global  standard  or  regulation  regarding  these 
algorithms’ structure and features, major biases can be introduced in the company 
and market assessments of asset managers through their ESG models.
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The main sources of divergence in ESG ratings have been studied by Florian Berg, 
Julian  Kölbel  and  Roberto  Rigobon  in  a  2019 paper  (updated  in  2022)  on  scores 
provided by scoring agencies. They identified three of them:

• Scope: what do you measure? 
Scope refers to the set of indicators involved in the ESG score computation. 
It accounts for 38% of the scores divergence.

• Measurement: how do we measure the issues and indicators? 
Measurement refers to the exact metrics used to evaluate the chosen scope and 
how to measure them. It accounts for 56% of the scores divergence.

• Weights: how do the selected issues and indicators compare to each other? 
Weights refer to the importance given by the model to each metric. 
It accounts for 6% of the scores divergence.

The  scope  and  weight-related  divergences  are  merely  the  expressions  of  the 
personal  preferences  of  the  raters  on  extra-financial  scoring.  It  cannot  be 
addressed  through  regulation  and  standardisation  alone,  as  it  would  amount  to 
restricting  the  expression  of  their  responsible  investment  thesis.  Scope  and 
weights  are  the  levers  investors  can  use  to  build  a  differentiating  ESG  scoring 
model to express their views and strategy. 

To  justify  their  extra-financial  decisions,  they  need  to  be  able  to  validate  the 
conformity  of  their  model  with  their  scoring  thesis.  It  involves  knowing  how they 
compare to their peers to assess exactly what their model captures and how they 
differentiate from them. It would bring a clearer structure to the ESG market and 
make  it  possible  for  all  stakeholders  to  identify  relevant  signals  and  levers  to 
improve their ESG performances, be they corporates or financial institutions.

Methodologically,  this  report  is  divided  into  three  parts.  First,  we  give  practical 
methods  and  implementation  details  to  compare  a  model  with  the  market  or  a 
peer group. We do so to identify biases in any direction compared to a benchmark. 
Second, we analyse a given model regardless of the rest of the market to assess 
its endogenous biases, that is to say, the biases arising from its input data. Finally, 
we  link  the  model  biases  to  exogenous  features,  namely  the  company  size, 
country and sector of activity, and explain how to transform the model’s outputs 
to correct those biases and enrich the resulting analysis.  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I. Bias assessment by comparison

A. The data

1. Description

The  results  presented  in  this  paper  are  based  on  the  analysis  of  a  set  of  2903 
listed  companies  worldwide.  We  use  different  data  sources  to  build  a  realistic 
market view of these companies:

•The aggregate ESG scores of three major data providers,
•The aggregate ESG scores and quantiles of European asset managers and asset 

owners, extracted from the proprietary database of Valuecometrics ,1

•Metrics and raw data from Refinitiv .2

Regarding  the  metrics  used  in  parts  II  and  III  to  train  the  weights  estimation 
models, we extract all the available ESG data for all the companies in our universe. 
We then discard the metrics disclosed by less than 30% of the companies to end 
up with a list of 92 metrics (Annexe 1). We use the same set of metrics from the 
same data provider throughout the paper. It allows us to focus on the ESG models’ 
scope and weight biases as stated in the preface.

We  pick  at  random one  of  the  nine  proprietary  models  from  the  asset  managers 
who  contributed  their  data  to  be  the  « reference  model »  used  in  the  following 
comparisons  and  analyses.  All  the  other  models  are  considered  to  belong  to 
anonymous market players against which we benchmark the performances of the 
reference model.

2. Preprocessing

We  preprocess  the  scores  to  get  rid  of  systematic  under-  or  over-scorings  that 
would  not  amount  to  any  relevant  bias  in  the  models.  For  instance,  if  a  model  A 

 ©2022 VALUECOMETRICS™, https://en.valuecometrics.com1

 https://www.refinitiv.com/en2
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gives  the  same  score  as  another  model  B  minus  10  points  out  of  100  to  every 
company,  the  actual  scores  are  radically  different  even  though  the  biases  are 
about the same. 

We  therefore  choose  to  normalise  the  scores  given  by  each  model  on  the 
investment universe.  We transform the output  of  the models  so that  its  average 
score  on  the  investment  universe  is  0  and  its  standard  deviation  is  1.  We  then 
compute the mean µ and the standard deviation σ of the distribution of the scores 
on the market for each company in our investment universe:

In  this  case,  the scores can be both positive and negative.  This  normalised score 
keeps  the  shape  of  the  scores  distribution  of  the  model  as  well  as  the  relative 
score differences between the companies in the investment universe. As a result, 
the  underlying  biases  are  still  present  and  we  did  not  lose  any  important 
information with this transformation.

Many investors look at ESG scores, but also at the resulting company ranking in its 
investment  universe.  However,  being  ranked  100th  by  a  model  that  scores  300 
companies is not the same as being ranked 100th by one that scores 2000. As a 
consequence, we use the quantiles provided in the Valuecometrics database. They 
can  be  considered  as  a  proxy  for  ranks  that  do  not  depend  on  the  size  of  the 
investment universe. Being in the q-quantile means that a company scores better 
than q% of all the other companies in the investment universe.

Regarding the metrics gathered from the Refinitiv platform, we do not modify the 
boolean  (Yes/No)  values  and  use  one-hot  encoding  for  the  four  categorical 
metrics  available  for  at  least  30%  of  the  companies:  Country,  Sector,  Board 
Structure  Type  and  CO2  estimation  method.  We  use  the  log  value  of  the  latest 
declared yearly turnover to account for company size. We then divide the dataset 
into a training and a testing set and normalise all the numerical values to improve 
our  weights  estimation  model's  performances.  The  point  of  dividing  the  sets 
before  normalising  is  to  avoid  any  information  leakage  from  the  testing  to  the 
training  set  through  a  normalisation  that  takes  into  account  the  mean  and 
standard deviation of the scores of the testing set. We also map the countries of 
activity  provided  by  Refinitiv  to  a  more  relevant  set  of  countries,  as  China  alone 
has 23 different categories under its name (such as ‘China’, ‘People’s Republic of 

xnorm =
x − μ

σ
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China’  or  ‘PRC’).  This  operation  brought  down  the  number  of  countries 
represented from 206 to 74.

B. Comparison levels

1. Company-level visualisation

We  begin  by  visualising  the  models’  results  at  company  level  to  compare  the 
reference  model  to  the  rest  of  the  market.  A  first  simple  plot  consists  in 
visualising all the normalised scores assigned to a specific company by each of the 
market players to see where the reference model stands compared to them. Each 
point  on  this  plot  is  a  score  given  by  a  model  to  the  company.  We  use  the 
normalised score for this plot to make comparisons more relevant:

Plot 1: Normalised ESG scoring distribution of a single company

We specify  the  score  of  the  reference  model  with  a  red  vertical  line.  The  denser 
zones  are  those  where  more  models  find  a  consensus  on  the  ESG  score  of  the 
company. A score of zero is average on the normalised scores, so this company is 
considered above average by most market players, but below average (by half of 
a standard deviation) by the reference model. Almost all the scores are contained 
within  one  standard  deviation  of  the  score  distribution,  so  the  market  consensus 
for  this  company is  rather  strong and no model  in  this  sample can be considered 
to be a strong outlier of the distribution.

Another way to visualise this result is by looking at the quantiles. Here is the bee 
swarm plot summing them up:

19 / 07 / 2021  of 9 50



Mathieu Joubrel

Plot 2: Quantile distribution of a single company

This plot is interesting for investors who have more interest in the ranking of the 
companies than in the scores themselves. We can read that this company is in the 
top  22  %  of  companies  in  the  investment  universe  of  the  raters  on  average.  It 
reaches  the  top  39  % of  companies  in  the  investment  universe  of  the  reference 
model.

To  have  a  more  precise  view  of  the  quantile  analysis,  we  can  take  a  look  at  the 
cumulative  histogram  based  on  the  same  data.  Here,  we  associate  for  each 
quantile on the x-axis the part of investors that gives the company a quantile that 
is equal or worse. If the curve is rather convex, it means that the company is badly 
ranked by a large proportion of the models. If it is rather concave, it means on the 
contrary  that  the  company  is  well-ranked  by  most  models.  Comparing  the  area 
under  this  curve  for  different  companies  gives  a  quantitative  measure  to  detect 
the ones that are more broadly praised by the market:

Plot 3: Cumulative quantile distribution of a single company

The quantiles indicated for the market and the reference model are the same as in 
the  previous  plot.  This  company  is  rather  above  average  in  both  score  and  rank, 
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but  the  convexity  of  the  curve  cannot  be  concluded  with  precision.  More  data 
points would be required to compare this company with a peer with a high level of 
certainty. The additional information we can find on this plot is that about 40 % of 
all market players associate this firm with a worse score than the reference model, 
and 40 % of them rank it worse than the market average.

These plots make it possible to assess how a company is perceived by the market 
and  to  compare  it  to  the  results  of  the  reference  model.  They  can  be  useful  to 
make  an  investment  decision  involving  a  few companies,  but  we  need  to  analyse 
the  results  of  the  reference  model  on  a  bigger  scale  to  detect  its  biases.  In  the 
next paragraph, we propose similar plots averaged over activity sectors.

2. Sector-level visualisation

The first simple way to try to visualise the reference model’s biases is to plot the 
normalised  scores  of  all  the  companies  in  the  investment  universe.  Unlike  the 
previous  plots,  each  data  point  here  is  a  different  company,  all  graded  by  the 
reference model, instead of different models grading the same company:

Plot 4: Normalised ESG scoring distribution of the reference model by sector
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We  can  see  that  some  sectors  tend  to  be  systematically  underrated,  such  as 
Information technology or Healthcare. Some others are overrated, such as Utilities 
or Energy. With an unbiased best-in-class approach, all the categories should have 
a similar score distribution, no matter the number of companies in each category. 
None should be advantaged by the model compared to the others.

Once  again,  we  can  plot  the  same  data  with  the  quantiles  instead  of  the 
normalised scores. This plot is easier to read as quantiles are always reported from 
0  to  1:  data  points  are  more  widespread  across  the  plot.  Moreover,  the  quantile 
computation  takes  into  account  the  score  of  the  company,  but  also  that  of  the 
rest  of  the  investment  universe.  As  a  consequence,  the  insight  we  get  from this 
plot is more relevant than the previous one to detect biases :

Plot 5: Quantile distribution of the reference model by sector
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We  can  see  on  this  plot  that  the  rankings  of  Information  Technology  companies 
are  actually  rather  well-balanced,  and  those  in  Healthcare  are  indeed 
disadvantaged.  The  trends  are  much  easier  to  see,  with  Utilities,  Material  and 
Energy being put forward while Communication Services are lagging behind. 

This  plot  makes  it  possible  to  stress  the  internal  biases  of  the  reference  model, 
which  are  relevant  for  finance  professionals  who  adopt  a  best-in-class  strategy. 
They want to make sure all  the activity sectors are well-balanced in  order  not to 
promote  a  specific  sector.  This  is  not  as  important  for  other  investment 
strategies.

To have a more quantitative view of these biases, we can visualise the difference 
in  quantile  between  the  reference  model  and  the  market,  on  average  for  all  the 
companies  in  an  activity  sector.  We  divided  the  market  into  four  categories  to 
analyse  the  differences  between  them:  asset  managers,  private  banks, 
institutional investors and others. If the owners of the models are known, we can 
choose any other categories to sort them. The point here is to demonstrate how 
we  can  cross  two  categorical  variables  to  analyse  our  dataset.  In  this  specific 
example,  we  compare  the  reference  model  to  different  categories  of  competitor 
models in each sector of activity:

 
Plot 6: Sector/model owner segmentation of quantile differences between the 

reference model and the market average
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We can read that the reference model ranks companies from the Energy sector on 
average  4.1% higher  than  asset  managers,  and  4.6% higher  the  private  bankers. 
We  coloured  in  blue  the  cases  where  the  reference  model  over-ranks  companies 
compared to the market and in red those where it under-ranks them.

The  biases  that  we  conjectured  with  the  previous  plot  are  confirmed  when 
compared  with  the  market  averages.  The  sectorial  biases  are  consistent 
throughout the different market player categories.

We  computed  this  heat  map  using  two  categorical  variables:  activity  sector  and 
model owner. To have granular comparison metrics, we can choose any other two 
categorical variables and plot the same heat map with one on each axis: company 
country,  board  type,  listed company or  not… Even numerical  data  can be turned 
categorical  by  defining  relevant  boundaries.  For  instance,  if  we  decide  to  choose 
the  number  of  employees  to  account  for  the  company  size,  we  can  create 
categories  by  sorting  companies  into  the  1  to  499,  500  to  4,999  and  5,000+ 
employees  categories.  This  variable  can  then  be  used  to  plot  a  heat  map  with 
another categorical variable.

Plotting all  the possible heat maps given the model input data would be possible, 
but we do not have access to all the relevant data here. This work can however be 
done  by  the  model  owner  to  detect  the  synergies  between  the  input  variables 
that  can  lead  to  major  biases.  For  instance,  a  model  can  be  biased  positively 
towards  companies  that  have  good  results  in  gender  equity,  but  mostly  in  the 
tech sector.

The problem with this simple plot is that it only involves two variables, and some 
biases can occur only in specific cases involving more than two dimensions. We will 
investigate deeper in part II how to overcome this issue.

C. Quantile analysis

1. Motivation

A basic way to assess the relationship between two sets of scores is to compute 
the Pearson correlation between them. It measures the linear relationship between 
19 / 07 / 2021  of 14 50
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two  distributions  with  a  correlation  that  varies  between  -1  and  +1.  Positive 
correlations  imply  that  as  one  score  increases,  so  does  the  other.  Negative 
correlations imply that as one score increases, the other decreases. At 0, the two 
sets are independent, and at 1 or -1 there is an exact linear relationship between 
them.  The  two  sets  we  chose  are  the  scores  of  the  reference  model  and  the 
average  score  of  each  company  as  seen  by  the  other  raters.  We  compute  the 
Pearson  correlation  between  them  and  average  the  results  for  each  sector  of 
activity.

However,  correlation  only  gives  a  general  idea  of  the  degree  of  consensus 
between two model outputs. If the correlation is weak, we do not know whether it 
comes  from  small  differences  in  a  large  number  of  companies  or  major 
disagreements  in  a  few  of  them  only.  In  order  not  to  overlook  company-level 
differences  we  also  computed  the  Mean  Absolute  Deviation  (MAD)  with  the 
normalised  score,  which  is  the  average  absolute  distance  between  the  average 
score and the individual scores of the models. Once again, we computed it for all 
the sectors of activity covered by the reference model:

Table 1: Overview of Pearson correlation and MAD on the normalised scores

We  observe  that  there  is  no  significant  variation  between  sectors,  both  for  the 
correlation and the MAD. To analyse further the drivers of the homogeneity or the 
heterogeneity of the models, we plot the scores of the companies for which there 
is the most and the least disagreement among the available models. We measure 
this  disagreement  with  the  MAD,  as  it  accounts  for  the  average  difference 
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between an individual score and the average score on the market. These plots are 
available in Annexe 2.

The 5 companies triggering the least disagreement operate in 5 different sectors 
(Financials,  Materials,  Health  Care,   Information  Technology  and  Communication 
Services),  with  normalised  scores  ranging  from  -1.7  to  +1.9.  They  have  an 
average MAD of 0.23. The 5 companies triggering the most disagreement operate 
in  4  different  sectors  (Consumer  Staples,  Real  Estate  twice,  Information 
Technology  and  Communication  Services),  with  normalised  scores  ranging  from 
-3.7 to +1.8. They have an average MAD of 1.28.

The  is  no  obvious  driver  for  the  disagreements  between  models.  In  this  small 
sample, the sector of activity and the average rating does not seem to be linked 
to  an  extreme  agreement  or  disagreement.  The  same  goes  for  the  country  of 
activity and market capitalisation. 

As  many  investors  are  interested  in  the  rankings  of  companies  rather  than  their 
absolute scores, we now analyse the quantiles distribution to try and find market-
wide biases. We plot the quantiles distribution of the companies that are the most 
systematically ranked in the top quantiles by the models available:

Plot 7: Quantiles distribution of the 5 best-ranked companies on the market
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The  5  best-ranked  companies  are  almost  always  ranked  in  the  top  40%  of  the 
investment universe of all the models. They come from 5 different activity sectors 
(Information Technology, Materials, Financials, Energy and Real Estate) and have 5 
different  countries  of  activity  (France,  South  Africa,  Italy,  USA,  Australia).  Once 
again,  there  is  no  obvious  criterion  that  seems  to  drive  the  rankings  of  these 
companies  up.  Let  us  now  plot  the  companies  that  are  the  most  systematically 
ranked in the bottom quantiles by the models available:

Plot 8: Quantile distribution of the 5 worst-ranked companies on the market

These  companies  are  hardly  ever  ranked  above  the  40%  quantile  of  the 
investment universe of all the models. They only come from three activity sectors 
(Consumer  Discretionary,  Health  Care  and  Materials  three  times)  and  two 
countries (the USA and China for four of them). Even though we are only analysing 
a  very  small  sample  of  companies,  the  models  seem  to  show  negative  biases 
towards certain countries and activity sectors. 
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The measure of the MAD can be useful for asset managers as it accounts for the 
strength  of  the  consensus  of  the  market  on  the  average  company  scores.  For  a 
single company, this consensus strength can have different interpretations: 

• If  the  consensus  is  strong  (low  MAD),  market  players  tend  to  agree  on  the 
extra-financial  score of  a  company and the risk  is  limited for  all  raters  close 
to the consensus score, 

• If  the  consensus  is  weak  (high  MAD),  it  means  market  players  disagree  on 
the score of the company, which can have several explanations:
◦ The  activities,  policies  or  performances  of  the  company  involve  a  risk 

regarding  which  investors  need  to  position  themselves,  splitting  the 
market view and thus the distribution of the scores, 

◦ The company sends contradictory signals to the market. If the issue is 
merely  related  to  poor  investors  relations  rather  than  ESG  practices 
and results, there is an investment opportunity for managers adopting 
a  value  investment  strategy,  as  the  company’s  scores  are  likely  to 
improve in the future. If the signals are the result of poor management 
and policies, we can expect the opposite.

2. Quantile ranking count

This  paragraph aims at  analysing more thoroughly the hypothesis  made after  the 
previous  quantile  analysis.  Even  though  their  level  of  agreement  or  disagreement 
does  not  seem  to  follow  a  clear  pattern,  the  models  may  be  biased  (at  least 
negatively) when it comes to rankings. 

One of the issues with the previous approach (only looking at the top or bottom 
companies)  is  that  the  results  of  our  analysis  may  depend  on  the  number  of 
companies  we  choose  to  visualise  (here,  only  the  5  best-  or  worst-ranked).  To 
overcome this limitation, we use a measure presented in a 2020 paper by Florian 
Berg, Julian Koelbel and Roberto Rigobon: the quantile ranking count (QRC).

The idea here is to count the companies ranked in the same quantile or less by all 
the  models,  and  divide  this  number  by  the  total  number  of  companies  in  the 
investment universe:

QRCq =
Number of companies in the lowest q quantile of all the models

Total number of companies
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If the models were perfectly correlated, we would find the same companies in the 
lowest q% of every ranking, given the investment universe is the same for all the 
models.  We  would  then  get  a  QRC  of  q%  for  every  quantile.  The  models  being 
imperfectly  correlated,  we  will  find  a  lower  number  of  companies  that  we  can 
study to detect biases in the market assessment of some companies.

To have something to analyse and compare this lower number to, we will plot the 
QRC  for  several  known  distributions.  As  our  dataset  is  composed  of  2903 
companies graded by 12 models, we generate 2903 artificial rankings 12 times in 
such a way that we control the correlation between the different artificial datasets 
thus simulated. These will be used as references for the QRC of the actual models. 
In  order  to  be  statistically  relevant,  we  compute  this  artificial  distribution  100 
times for different correlation values: 5%, 10%, 15%, 20%, 25%, 50%, 75% and 
100%.

We choose to implement a tolerance of 5% on the quantiles, meaning we consider 
that the models reach a consensus on the quantile of a company if  at least 95% 
of them ranked the company in this quantile or lower. We do not require a perfect 
consensus  to  protect  our  analysis  against  outliers  that  may  mitigate  relevant 
trends in the results. 

The first plot takes into account all the companies in the investment universe. The 
light  dotted lines are the results  of  the simulated distributions.  Their  correlations 
are  displayed  in  the  legend.  The  red  curve  is  the  quantile  ranking  count  of  the 
reference model:
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Plot 9: Quantile ranking count of the reference model on the full investment 
universe

We  can  observe  that  the  red  line  begins  between  the  second  and  third  dotted 
lines, which means the correlation of the different models before the 20% quantile 
is between 10% and 15%. It means that the QRC of the models available is similar 
to  that  of  a  set  of  models  whose  correlation  is  10%  to  15%.  The  red  line  then 
crosses  several  dotted  lines  to  reach  more  than  a  25%  correlation  between  the 
50%  and  the  75%  quantiles.  The  correlation  then  seems  to  decrease  again  to 
reach about 10% for the highest quantiles.

This  plot  shows  that  there  is  more  disagreement  overall  for  the  top  and  bottom 
companies, and more agreement on the average ones. Even though the reference 
model is correlated on average at 86.7% with the rest of the market, the market 
itself is not that well-correlated. It reaches about 30% correlation at best between 
the 50% and the 60% quantiles.

This  plot  gives  us  an  overview  of  how  we  can  interpret  the  QRC  analysis.  To 
discover biases drivers in the market, we can plot this analysis for subsamples of 
the  original  dataset.  The  plots  of  the  different  activity  sectors  can  be  found  in 
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Annexe  3.  We  report  the  plots  of  the  Communication  Services  and  the  Energy 
sectors to analyse them:

Plot 10: Quantile ranking counts of the reference model on the Communication 
services (top) and Energy (bottom) sectors
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The  Communication  Services  curve  is  flat  until  about  the  30%  quantile  whereas 
the Energy one takes off at the 10% quantile. It means that the market tends to 
find  a  consensus  by  ranking  companies  from the  Energy  sector  low,  beginning  at 
the  10% quantile.  On  the  contrary,  very  few  Communication  Services  companies 
are ranked by all the models under the 30% quantile. We can interpret from these 
plots  that  the market  has a  negative bias  toward Energy companies.  These firms 
tend to be ranked lower than others because of their activity sector.

Similarly,  Communication  Services  companies  have  a  QRC  similar  to  a  score 
distribution with a 15% correlation in the highest quantiles. Energy companies are 
similar to a distribution with a 5% correlation in the same conditions. It means that 
the  different  models  tend  to  disagree  more  on  the  top-rated  companies  of  the 
Energy  sector  than  on  those  of  the  Communication  Services  one.  It  is  harder  for 
an  Energy  company  than  for  a  Communication  Services  one  to  be  consistently 
ranked in the top quantiles of most of the available models.

Using  the  graphs  in  Annexe  3,  we  can  analyse  with  precision  the  biases  of  the 
market towards any activity sector and compare them. Like with the heat maps in 
paragraph  I.B.2.,  we  can  run  this  analysis  for  any  other  segmentation  of  the 
original dataset: by country, company size, growth rate…

The  different  tools  available  to  compare  the  reference  model  to  the  rest  of  the 
market made it necessary to study the general biases of the market. This analysis 
can be achieved with a QRC applied to relevant subsamples of the market scores. 
We will now explore the biases of the reference model independently from the rest 
of the market.

II. Endogenous biases

A. Input categories

In this paragraph, we explore the biases of the reference model regarding its input 
data, regardless of the rest of the market. The aim is to understand in-depth the 
origins  of  the  biases  and  the  synergies  between  them  and  to  correct  them  to 
obtain a more balanced model.
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Before analysing the reference model itself, we need to transform our input data. 
Many metrics available to us are indeed collinear, which can mitigate the influence 
of  each  one  of  them  on  the  biases  of  the  model.  In  order  not  to  overlook  any 
interesting effects,  we create input  categories  in  which  we will  map the available 
metrics.

We choose to adopt a top-down approach by setting the framework and the list of 
categories  independently  of  the  available  metrics.  We  use  the  set  of  essential 
extra-financial ESG indicators proposed by the AFG.

As  stated  in  paragraph  I.A.2.,  all  the  numerical  metrics  are  already  normalised, 
which means they have all been reduced to a distribution with a mean of 0 and a 
standard  deviation  of  1.  As  a  consequence,  metrics  that  were  not  on  the  same 
scale before are now, such as the number of controversies and the fines paid after 
controversies.  

We  then  take  all  the  available  metrics  and  label  them  with  a  category  from  our 
framework. We make sure all the normalised scores are positively correlated with a 
good  ESG  performance  so  that  different  metrics  do  not  cancel  each  other  out. 
Missing metrics are replaced with average values. Then, we average all the metrics 
with the same label  to obtain  the category score of  each company.  After  adding 
the  remaining  categorical  features  and  removing  the  categories  for  which  no 
metric is available, we obtain a dataset of 23 normalised input categories. The list 
of categories is available in Annexe 4.

The  advantage  of  this  new input  data  is  that  the  interpretation  of  the  results  of 
the  next  paragraphs  will  be  much  easier  to  read,  as  all  the  influence  of  collinear 
metrics  is  supposed  to  be  gathered  in  the  same  category.  Moreover,  we  use  a 
standardised  framework  to  explain  the  results  of  the  reference  model,  thus 
decreasing  the  effects  of  the  biases  coming  from  the  choice  of  the  metrics. 
Indeed,  we  want  to  focus  on  the  structural  biases  of  the  score  computation 
method (which depends on the model  owner)  independently of  the choice of  the 
metrics (which rather depends on the data provider). 
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B. Weights estimation

1. Models training

We  now  want  to  find  a  regressor  to  explain  the  scores  of  the  reference  model 
from  the  input  data.  A  paper  from  Aaron  K.  Chatterji,  Rodolphe  Durand,  David  I. 
Levine,  and  Samuel  Touboul  (2015)  showed  that  major  data  providers  are  on 
average correlated at 54%. Since we do not know the origin of the data used by 
the  reference  model,  we  can  expect  to  explain  at  most  54% of  the  variations  of 
the reference model with our regressor. 

We  use  independent  training  and  testing  sets  to  fit  and  evaluate  our  models.  As 
normalised  scores  are  computed  using  both  raw  input  data  and  the  scores  of  all 
the other companies attributed by the reference model, they are harder to predict 
using only our category scores. As a consequence, we train our models to predict 
the original ESG score for better precision.

We  test  several  methods,  both  linear  and  non-linear,  to  predict  the  final  ESG 
scores  of  the  reference  model.  More  complex  methods  are  likely  to  get  better 
results,  but  they  are  also  harder  to  interpret  once  trained.  To  strike  a  balance 
between  accuracy  and  interpretability,  we  train  increasingly  complex  models: 
linear,  decision  trees,  support  vector  machines,  ensemble  methods  and  neural 
networks.

We  assess  the  performance  of  the  models  using  several  metrics:  the  R-squared, 
the mean squared error and the absolute deviation. The R-squared is a measure of 
how much the variations of the target score are explained by the model, given the 
input data. It ranges from 0% to 100%, with an R-squared of 100% meaning that 
all the variations of the target score can be explained by the model:

The  absolute  deviation  is  the  average  absolute  difference  between  the  predicted 
score  and  the  actual  score,  and  the  mean  square  error  is  the  average  square  of 
this  difference.  This  measure  is  especially  useful  as  it  puts  more  weight  on  the 
scores  that  are  the  most  poorly  predicted  by  the  regressor.  These  scores  are 

R2 = 1 −
Unexplained variations

Total variations

19 / 07 / 2021  of 24 50

https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Chatterji%2C+Aaron+K
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Durand%2C+Rodolphe
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Levine%2C+David+I
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Levine%2C+David+I
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Touboul%2C+Samuel


Mathieu Joubrel

likely to modify the results of our analysis, so we want to penalise the regressors 
that create outliers. The results of the different regressors are summed up in this 
table, from the least to the most efficient:

Table 2: Overview of the regressors' performances on the test dataset

As  we  expected  to  have  an  R-squared  below  54%  (Berg  et  al.,  2019),  reaching 
44.4%  is  satisfactory.  The  Adaboost  regressor  is  a  regressor  that  fits  weaker 
regressors  on  the  input  data  and  sequentially  learns  how  to  boost  their 
performances.  After  a  prediction  has  been  computed  by  an  ensemble  of  weak 
regressors, each of them votes for the final combination. The Adaboost regressor 
then  modifies  the  data  so  that  the  samples  that  have  been  incorrectly  predicted 
have  more  weight  in  the  next  vote.  As  a  consequence,  the  next  regressors  can 
focus  on  the  hardest  samples  during  the  next  training  iteration  to  improve  their 
overall performances.

The parameters used for the best performing regressor have been chosen through 
a  Grid  Search  CV  analysis  to  try  and  test  many  hyperparameter  configurations, 
and the chosen ones are as follows:

•Base  estimator  (the  weak  regressor):  random  forest  regressor  using  the  mean 
absolute error as error function, 

•Learning rate (the contribution of each base estimator to the final combination): 
0.1, 

•Number  of  estimators  (the  number  of  estimators  voting  for  the  final 
combination): 100,

•A linear loss to compare the predicted scores with the actual ones.

The issue we now have to face is the lack of explainability of this regressor. As it 
is composed of 100 weaker regressors voting for the results of weighted samples, 
there is no straightforward way to interpret the weights of the regressor as with a 
linear model. 
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2. Shapley values

We  choose  to  assess  the  influence  of  each  category  using  Shapley  values.  This 
method  developed  by  the  Economics  Nobel  prize  laureate  Lloyd  S.  Shapley  is 
derived  from  game  theory.  It  aims  at  quantifying  the  participation  of  each  input 
data in the final prediction of a black-box model. We will use these Shapley values 
to analyse the biases of the reference model in the next paragraphs. 

To explain how the Shapley values work, we first define a coalition game G(P, f). It 
is  composed  of  a  set  of  players  P  and  a  characteristic  function  f.  The  function  f 
assigns  a  score  to  each  subset  of  player  S  in  the  form  of  a  real  number.  The 
Shapley value distributes the participation to the final score to each player. In our 
case,  the  players  are  the  different  instances  of  the  categories  used  as  input  by 
the Adaboost regressor. The amount assigned to a player i belonging to the set P 
is given by the formula:

 

In this equation, S represents successively all the subsets of P that do not include 
the  player  i.  |S|!(|P|  -  |S|  -  1)!  is  the  number  of  permutations  of  players  in  S  and 
outside S (excluding i), for which the marginal contribution of player i to the final 
score  is  the  same.  It  is  divided  by  |P|  to  take  the  weighted  average  contribution 
over all the coalitions that can be formed without player i. Finally, f(S U {i}) - f(S) 
represents the marginal contribution of player i in coalition S. 

The application of Shapley values to machine learning models explanation is called 
Shapley  additive  explanation  (SHAP),  as  developed  by  Scott  M.  Lundberg,  Su-In 
Lee  (2017).  We  compute  Shapley  values  to  build  an  explainer  function.  This 
function  is  an  approximation  of  the  original  model  that  is  linear  in  binary  vectors 
based on the input  data.  The coefficients  are  the Shapley values  associated with 
these  input  data.  We  denote  by  g  this  explainer  function,  φi  the  Shapley  value 
associated  with  the  i-th  category  and  φ0   a  base  value  for  the  explainer  model. 
Given an input vector v, the output of the explainer model is:

Sh apleyi = ∑
S⊆P \{i}

|S | !( |P | − |S | − 1)!
|P | !

( f (S ∪ {i}) − f (S ))

g(v) = ϕv,0 +
n

∑
i=1

ϕv,ivi
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In this equation, vi either equals 1 if the feature i is present and 0 otherwise. If we 
want  to  explain  the  score  associated  with  an  input  vector  w  by  the  reference 
model,  we just  need to compute the corresponding binary vector  v and compute 
the  value  of  g(v)  using  the  previous  formula  and  the  Shapley  values  associated 
with w by the Adaboost  regressor.  The Shapley values can be interpreted as  the 
weights  associated  with  each  category  in  the  decision  of  the  model.  The 
difference between the prediction of the regressor and the actual score will make 
it possible for us to assess the relevance of our conclusions. Indeed, our regressor 
does not perfectly fit the reference model and we can only interpret the results of 
our regressor, so we should be careful when interpreting the results. This process 
is summed up in the next chart:

Chart 1: Construction of the explainer model

We  use  this  explainer  model  to  analyse  our  Adaboost  regressor  and  discuss  the 
results in the next paragraph.

C. Categorical biases analysis

1. Category weights 

Even  though  SHAP  values  are  computed  for  each  instance  of  each  category,  we 
can assess their relative importance in the model computations by looking at the 
average  absolute  value  of  the  SHAP  value  associated  with  each  input  category. 
We plotted the 20 most important categories:

Input data
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Plot 11: Average absolute SHAP values associated with the 20 most important 
input categories

The  equity  ratio,  which  accounts  for  the  salary  discrepancies  between  the  upper 
management  and  the  average  employee  in  the  company,  is  by  far  the  most 
important category. The part of women on the board and the employee turnover 
also  have  a  major  influence  on  the  regressor’s  output.  We  can  guess  from these 
observations  that  the  social  pillar  is  overweighted  in  the  reference  model 
compared  to  the  environmental  or  the  governance  ones.  Most  of  the  regressor’s 
output  can  be  explained  with  7  input  categories,  from  the  equity  ratio  to  the 
company turnover. The turnover is probably not taken into account as such by the 
reference  model,  but  it  can  still  be  biased  regarding  this  feature  (which  can 
account  for  company  size).  We  will  investigate  the  importance  of  exogenous 
biases further in the third part of this document.

To have a more nuanced vision of the SHAP values of the different categories, we 
plot the repartition of positive and negative SHAP values for each category. Each 
point is  the SHAP value of a company in the investment universe,  and the colour 
of the point represents the value of the corresponding category:
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Plot 12: Repartition  of the SHAP values associated with the 20 most important 
input categories

We  observe  that  companies  with  a  low  equity  ratio  category  score  are  heavily 
penalised  while  those  with  a  high  score  are  moderately  advantaged.  Since  the 
original input data has been preprocessed so that each category score is positively 
correlated  with  a  performance  leading  to  a  better  ESG  score,  a  high  category 
score  here  is  associated  with  a  low  equity  ratio.  Indeed,  a  low  equity  ratio 
demonstrates  more  equality  in  the  company  salaries.  Other  criteria  such  as  the 
renewable  energy  consumption  cannot  be  associated  with  a  good  or  a  bad  ESG 
performance  without  context,  which  is  why  we  can  see  higher  values  associated 
with  negative  SHAP  values.  A  more  relevant  metric  would  be  the  ratio  of 
renewable  energy  consumption  over  total  energy  consumption,  whose  synergies 
could be interpreted thanks to the analysis presented in the next paragraph.

Some  categories  are  more  complex  to  interpret:  high  category  scores  in  the 
volume  of  waste  recycled  are  associated  with  high  positive  SHAP  values,  low 
values  are  associated  with  low  positive  SHAP  values,  and  average  values  are 
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associated  with  negative  SHAP  values.  To  understand  better  this  output  of  the 
explainer  model,  we  zoom in  on  the  volume of  waste  recycled  category.  We plot 
the same SHAP values vertically this time and spread the datapoint horizontally in 
function of the underlying category score. The colour of the points represents the 
value of the most closely correlated category, the volume of waste:

Plot 13: Zoom on the SHAP values repartition of the Volume of waste recycled 
category

We notice three main groups of points. The first group is composed of companies 
with an average category score of 0. Since we fill empty data points with average 
values, these companies are likely not to have disclosed any metric for the volume 
of waste recycled category. The colour indicates that the companies in this group 
are  mostly  those  which  generate  a  large  volume  of  waste.  The  resulting  SHAP 
value  is  negative,  which  seems  appropriate  for  companies  that  generate  a  lot  of 
waste but lack transparency in their recycling processes.

The  second  group  is  composed  of  companies  with  a  negative  volume  of  waste 
recycled  category  score.  It  means  they  disclose  the  metrics  related  to  this 
category but fall  below the average. Their corresponding SHAP values are slightly 
positive,  mostly  lower  than  0.5.  It  means  the  model  rewards  moderately  the 
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companies that are transparent about their recycling processes, but still have poor 
performances.

The third group in the top right corner is composed of the companies that disclose 
good  results  in  the  waste  recycling  category.  They  are  rewarded  with  a  high 
positive SHAP value, as they are both transparent and efficient in this category. 

Using  this  particular  example,  we  showed  how  the  behaviour  of  the  reference 
model can be explained in detail  with the SHAP analysis. In addition to identifying 
the  most  influential  categories,  we  can  have  a  detailed  view  of  the  synergies 
between  the  different  input  features  to  explain  the  regressor’s  decisions.  The 
same analysis can be run on subsamples of the total dataset, for instance on each 
activity  sector  or  geographical  area.  The  conclusions  drawn  on  these  various 
subsamples  can  help  understand  the  biases  of  the  reference  model  in  specific 
situations.

One  limitation  of  this  method  is  that  it  relies  on  the  categories  we  computed  to 
train  the  regressor.  The  choice  of  these  categories  can  introduce  biases,  as  we 
aggregated all  the raw metrics into these categories regardless of the number of 
metrics in each category or of the original input data of the reference model. This 
choice  is  necessary  as  we  do  not  have  access  to  this  input  data,  but  a  different 
framework may lead to different conclusions regarding the reference model biases. 

2. Reduced regression

We  now  want  to  quantify  how  much  the  Adaboost  regressor  relies  on  each 
category  to  make  its  predictions.  This  will  help  us  assess  to  what  extent  the 
reference model is biased by the most influential categories. This bias is different 
than  the  ones  we  studied  in  the  previous  paragraph:  we  do  not  analyse  the 
influence  of  each  category  score  on  the  final  ESG  score,  but  the  influence  of 
category scores on each other. We do not want the performances in a category to 
influence  the  reference  model’s  interpretation  of  another  category.  As  many 
scores are computed or adjusted by analysts, they may introduce bias by over-or 
underrating  companies  on  which  they  already  have  a  view  because  of  another 
category score.

For  this  analysis,  we  compute  reduced  regressors  and  evaluate  their  R-squared. 
The  first  regressor  only  uses  the  most  influential  category  as  a  variable,  the 
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second adds the second most influential one, all  the way until  the 23rd and least 
influential  variable.  If  all  the  categories  are  indeed  taken  into  account 
independently  in  the final  ESG score  computation,  then the explanatory  power  of 
the model should increase when new categories are added. If the category scores 
are increasingly  collinear,  the explanatory power  of  the successive models  should 
almost  stop  increasing  at  some  point.  We  plot  the  R-squared  of  the  reduced 
regressor  in  function  of  the  number  of  categories  included  in  the  explanatory 
variables:

Plot 14: R-squared in function of the number of explanatory variables

The steeper the curve, the more the regressor gains in explanatory power with the 
addition  of  new  explanatory  variables.  We  can  see  that  the  first  4  categories 
explain almost all of the predictive power of the model (36.5%) before the curve 
flattens.  The  last  15 categories  hardly  add  any  explanatory  power  at  all.  With  all 
the variables included, the regressor reaches an R-squared of 44.4%, as stated in 
Table 2.

This  high  cross-category  correlation  can  be  explained  by  the  way  companies  are 
analysed  by  most  model  owners.  Analysts  often  tend  to  specialise  in  companies 
rather  than  in  specific  metrics  and  categories.  As  a  consequence,  the  attributed 

19 / 07 / 2021  of 32 50



Mathieu Joubrel

scores  influence each other  and are  all  biased in  the same way because they are 
estimated by the same person. 

Moreover, we fill the empty metrics with average values. The metrics that are not 
disclosed  by  a  company  are  likely  to  be  correlated  across  categories.  As  a 
consequence,  the  disclosure  scheme  of  a  specific  company  probably  strengthens 
the  correlation  between  our  explanatory  variables,  leaving  only  a  few  clusters  of 
independent categories. With our reference model, only 4 clusters seem to explain 
most of the variations of the score, all the categories being strongly correlated to 
one of  these clusters:  Equity ratio,  Volume of  water  used,  Part  of  women on the 
board and Employee turnover.
 

III. Exogenous biases

A. Motivation

In  addition  to  the  biases  coming  from  the  input  data,  the  reference  model  can 
have exogenous biases.  It  means it  can be biased towards  external  features  that 
are  not  directly  present  as  input.  The  most  common  exogenous  factors  are  the 
company  size,  sector,  and  geographical  activity  area.  Amir  Amel-Zadeh  and 
George  Serafeim  (2018)  showed  that  investors  could  benefit  from  a  better 
standardisation  of  ESG  scoring  through  a  deeper  understanding  of  the  effect  of 
these factors. 

We  first  demonstrate  that  the  reference  model  does  have  exogenous  biases  by 
box  plotting  the  average  ESG  scores  of  different  subsamples  of  the  investment 
universe.  In  this  representation,  the  horizontal  line  represents  the  mean  of  the 
distribution,  the  two  boxes  are  the  first  and  third  quartiles  and  the  vertical 
whiskers indicate the total  range of normalised ESG scores in this activity sector. 
Any value outside this range (computed as a function of the interquartile range) is 
represented with  an  individual  point  and considered  an  outlier.  Here  is  a  box  plot 
of the normalised ESG scores distribution by activity sector:
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Plot 15: Normalised ESG scores by sector

We  observe  that  the  average  values  are  different  from  one  sector  to  the  other. 
Some sectors have the same average as the investment universe taken as a whole 
(Consumer  staples,  Financials)  while  others  have  more  than  half  of  a  standard 
deviation of difference with it (Utilities, Health care). The interquartile ranges also 
range  from  roughly  one  to  two  standard  deviations,  whereas  the  total  range  is 
rather  consistent  throughout  the  different  sectors.  Considering  many  model 
owners  adopt  a  best-in-class  strategy,  their  assessment  of  activity  sectors  must 
be balanced and as similar as possible.  The reference model is not well-suited for 
this  kind  of  investment  strategy,  as  most  companies  in  the  Utility  and  Energy 
sector will be ranked higher than those in the Health Care sector. 

We  now  visualise  the  same  plot  using  the  most  represented  countries  and 
geographical areas:

Plot 16: Normalised ESG scores by country

Similarly,  we  can  observe  wide  differences  in  the  distribution  of  the  most 
represented  geographical  areas.  These  differences  are  also  critical  to  take  into 
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account,  as  they  may  result  from  ESG  dumping  from  companies  in  wealthier 
countries to companies in cheaper and less regulated ones. These differences may 
also  come  from  the  different  parts  of  each  activity  sector  in  each  country.  If  a 
model  is  biased regarding this variable (as it  is  with the reference model),  it  may 
add  to  the  bias  towards  geographical  areas.  With  a  model  unbiased  towards 
activity  sectors  taking  properly  into  account  the  whole  value  chain  of  the 
companies  in  the  investment  universe,  the  biases  towards  geographical  areas 
should be minimal. 

Finally,  we  plot  the  normalised  ESG  scores  distribution  by  company  size.  We  use 
the  yearly  turnover  on  a  logarithmic  scale  as  a  proxy  to  create  groups  of 
companies of different sizes:

Plot 17: Normalised ESG scores by company size

As ESG models mostly rely on disclosed corporate data, the company size factor is 
often  a  source  of  biases  in  ESG  scores.  Wealthier  companies  tend  to  have  more 
resources  to  dedicate  to  marketing,  greenwashing  and  seemingly  green  side-
projects. Even though some of them do have good ESG performances, the overall 
better  scores  of  bigger  companies  can  partially  be  linked  to  their  greater 
disclosure  capabilities.  An  efficient  model  should  be  able  to  sort  the 
communication efforts from the actual effects of the company’s CSR policies. The 
reference  model  does  not  seem  to  be  too  prone  to  giving  significantly  better 
scores  to  bigger  companies,  but  on  the  opposite,  the  smallest  companies  in  the 
investment universe stand out.  We need to investigate why they are advantaged 
this way.

We  showed  that  the  reference  model  is  biased  towards  3  exogenous  variables: 
activity sector, geographical area and size. Even though there must be many other 
factors  towards  which  the  model  may  be  biased,  we  explained  why  an  efficient 
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model  should  be  well-balanced  regarding  these  three  specifically.  As  a 
consequence,  we will  analyse in  the next paragraphs how to mitigate and control 
these biases to improve the reference model’s performance.

B. Biases offsetting

We  attempt  to  mitigate  the  biases  linked  to  exogenous  factors  by  performing  a 
regression using only these three factors as input variables.  The aim is  to isolate 
the  contribution  of  these  factors  to  remove  them  from  the  ESG  score  of  the 
reference model, as suggested by Kevin Ratsimiveh et al. (2020).

However,  a  major  hypothesis  to  extract  the  individual  contribution  of  each 
exogenous  factor  is  their  mutual  independence.  As  we  explained  in  the  previous 
paragraph,  they  are  interconnected,  which  is  likely  to  modify  the  results.  As  a 
consequence,  we  use  as  regressor  a  Partial  Least  Square  (PLS)  regressor.  This 
regressor  first  aggregates  the  input  variables  into  independent  variables  before 
trying to fit multiple linear regressors on this new dataset.

We reach an R-squared of 18.3% and an MSE of 104.226. Here is the plot of the 
predicted scores against the actual ones:

Plot 18: Exogenous regression scores versus actual scores

The  PLS  regressor  is  not  as  accurate  as  the  Adaboost  one,  but  it  only  relies  on 
three  variables  to  explain  the  variations  of  the  reference  model’s  ESG  score.  To 
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extract  the  biases  linked  to  these  factors  from  the  ESG  scores  of  the  reference 
model, we study the differences between the predictions of the PLS regressor and 
the  target  scores,  also  called  residuals.  The  residuals  represent  the  part  of  the 
score that cannot be explained by the input values. All  the information contained 
in the residuals can only be explained by factors that are independent of them. It 
means all the biases linked to the exogenous factors should be removed from the 
residual  scores,  only  keeping  the  unbiased  part  of  the  reference  model’s  ESG 
score. We, therefore, normalise the vector of residual scores we just computed to 
compare  it  with  the  actual  normalised  scores.  We  denote  by  R  the  vector  of 
residuals and compute a normalised residual score with the formula:

This new score represents the ESG performances of the companies independently 
of  the  three  exogenous  factors.  To  assess  the  improvement  of  these  scores 
compared to the normalised ESG scores of the reference model,  we compute the 
box plots by sector:

Plot 19: Residual scores by activity sector

Even  though the  different  sectors  are  still  not  perfectly  equivalent,  we notice  an 
improvement  in  the  repartition  of  ESG  scores.  We  observe  similar  results  in  the 
country and company size segmentation:

Residual scorei =
Ri − mean(R)

std(R)
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Plot 20: Residual scores by geographical area

Plot 21: Residual scores by company size

The biases are attenuated though still present, which confirms the residual scores 
are a new version of the original ESG scores that is more independent of the three 
identified  exogenous  factors  than  the  original  ESG  score.  The  remaining  biases 
could  be  mitigated  further  with  a  better  fit  between  the  exogenous  factors  and 
the  ESG  scores  of  the  reference  model.  As  our  dataset  is  based  on  poorly 
disclosed data, an even better independence level could be achieved by improving 
the completeness of our dataset. Only 34% of companies disclose all three of the 
exogenous factors, which leaves much room for improvement.

C. Residuals analysis

We computed in the previous paragraph two new scores:
• A  regression  of  the  reference  model’s  ESG  score  on  the  three  exogenous 

factors, 
• A residual score that is independent of these factors.
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The first score represents the part of the final scoring explained by the exogenous 
factors  and  the  second  explains  the  rest  of  the  score  independently  from  them. 
We  visualise  the  relationships  between  them  by  plotting  the  residual  scores 
against the exogenous factors-based scores:

Plot 22: Residual scores versus exogenous factors-based scores

Each point represents a company from the investment universe. The residual score 
is on the y-axis, so the higher the company is on the plot the higher its ESG score 
(as explained independently from the exogenous factors). The exogenous factors-
based  score  is  on  the  x-axis,  so  the  more  on  the  right  the  company  the  most 
advantaged by its exogenous factors. From the plot, we can distinguish four main 
groups of companies:
• In  the  top  right  corner:  these  companies  have  activity  sectors,  geographical 

areas  and  sizes  that  favour  high  ESG  scores,  and  do  have  good  intrinsic  ESG 
performances as evaluated by the reference model,

• In the bottom left corner: these companies have activity sectors, geographical 
areas  and  sizes  that  favour  low  ESG  scores,  and  do  have  poor  intrinsic  ESG 
performances as evaluated by the reference model,

• In  the  top  left  corner:  these  companies  have  activity  sectors,  geographical 
areas  and  sizes  that  favour  low  ESG  scores,  but  still  have  good  intrinsic  ESG 
performances as evaluated by the reference model,
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• In the bottom right corner: these companies have activity sectors, geographical 
areas  and  sizes  that  favour  high  ESG  scores,  but  still  have  poor  intrinsic  ESG 
performances as evaluated by the reference model.

We observe that most companies are either in the top right or in the bottom left 
corner, showing that they have an ESG score aligned with their exogenous factors. 
Most of the companies in the top left or bottom right corners remain rather close 
to the centre of the distribution, meaning only a few of them are perceived really 
differently from what their exogenous factors would suggest.

The  proposed  split  of  the  reference  model’s  ESG  scores  into  residual  and 
exogenous  scores  allows  for  a  more  advanced  analysis  of  each  company’s 
performance. Lasse Heje Pedersen and Shaun Fitzgibbons (2020) suggested that 
this dual view would help ESG scores play their two main roles: assess a company's 
intrinsic performance and affect the investor’s preferences.

While designing a bias-free ESG scoring model is  impossible (due, for instance, to 
variable  disclosure  requirements  between  countries),  this  methodology  shows 
what  part  of  the  ESG  score  can  be  imputed  to  the  three  exogenous  factors 
defined in this document.  Once the individual  performances of the companies are 
isolated,  best-in-class  investors  can  make  more  relevant  decisions  on  their 
investment  universe  while  keeping  in  mind  the  highest-scoring  sectors,  sizes  and 
geographical areas.

Conclusions
This  document  aims  to  explore  different  methods  to  detect  and  quantify  the 
biases of ESG scoring models. The wide variety of ESG scores on the market is the 
consequence of both the low quality of ESG data and the variety of views among 
investors.  It  is  legitimate  to  have  different  takes  on  ESG,  but  not  to  disagree  on 
the very definition of indicators and measurement methods.

Once  the  measurement  issues  are  addressed  through  standardisation  and 
regimentation,  the  remaining  divergence  in  extra-financial  scoring  is  associated 
with the ESG strategy of each rater. They need to disentangle the differentiating 
choices they made regarding scope and weights for two main reasons:

1. Explain and compare their scoring model to their peers,
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2. Improve the matching between their quantitative models and their qualitative 
responsible investment strategy.

Even  though  many  investors  take  into  account  meta-factors  such  as  disclosure 
rate  or  dynamic  data  such  as  controversies,  we  chose  to  focus  on  models  that 
simply  aggregate  public  metrics  declared  by  companies  into  comprehensive  ESG 
scores. A similar analysis could be carried out with models predicting scores on a 
more granular level, such as E, S or G individually.

We begin with the analysis of the relative biases of a model compared to another 
model  or  set  of  models.  The  methods  described  could  be  used  to  compare  a 
specific  model  to  the  rest  of  the  market.  We  show  the  necessity  of  normalising 
the  scores  to  make  relevant  comparisons  and  demonstrate  how quantiles  can  be 
used  to  benefit  investors  to  run  firm-level  comparisons.  As  biases  are  based  on 
factors  that  are  not  perfectly  independent  from  each  other,  we  present  a 
methodology  to  detect  the  biases  that  are  amplified  by  the  synergies  of  two 
factors, be they endogenous or exogenous.

In  the second part,  we focus on the model  itself  and study its  biases in  absolute 
value and not relative to another model. We build a new set of input data to have 
more  independent  features  using  an  AFG-developed  framework.  We  use  these 
features  to  train  an  Adaboost  regressor  and  explain  its  results  with  a  Shapley 
analysis. The resulting Shapley values help us assess the importance of each input 
feature  in  the final  result  on a  firm-level  basis  and on average for  the model.  We 
understand what values or intervals of values drive the score up or down and can 
analyse  the  synergies  between  input  features.  Compared  to  the  methodology  in 
part 1, this one is more precise but only works with features used as input by the 
model.

Finally,  we  try  to  understand  if  exogenous  factors  can  be  an  efficient  proxy  for 
model  biases.  We  choose  to  focus  on  three  (activity  sector,  company  size  and 
geographical  area),  as  they  are  widely  recognised  as  biases  vectors  and  can 
significantly  impact  investment  decisions.  We  train  a  model  to  create  two 
independent  scores.  They  represent  the  part  of  the  ESG  score  explained  by  the 
exogenous  factors  alone  and  the  part  explained  by  the  actual  intrinsic 
performances  of  the  company.  After  showing  that  we  indeed  achieve  better 
independence from exogenous factors using this model, we propose a dual view of 
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the  original  ESG  scoring  showing  how  the  companies  of  the  investment  universe 
can outperform or not their peers, as defined by the exogenous factors.

The  results  presented  in  this  document  could  be  improved  with  a  better  input 
dataset,  as  only  7  of  the  92  features  used  for  the  regressions  had  a  disclosure 
rate  of  more  than  50%.  The  others  were  replaced  by  average  values,  which 
undoubtedly mitigated the prediction and explanatory power of the regressors.

Our results can be useful to ESG analysts, as bias analysis is mandatory to check if 
the performances of  an ESG scoring model  match their  investment strategy.  The 
comparison  to  a  group  of  peers  is  the  most  relevant  here,  as  investors  want  to 
control  their  biases  compared  to  the  market.  As  the  necessary  data  to  run  this 
analysis is not likely to be available to analysts, we also provide tools to evaluate 
the absolute biases of a given model.

For investors, we show how the exogenous biases necessarily developed with their 
ESG  models  can  be  used  to  enhance  their  firm-level  analysis  instead  of  merely 
biasing their investment decisions.  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ANNEXE 1: LIST OF BASIC FEATURES 
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ANNEXE 2: HIGH AND LOW DISAGREEMENT COMPANIES 

Normalised scores of companies with the lowest MAD

Normalised scores of companies with the highest MAD   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ANNEX 3: QUANTILE RANKING COUNT BY ACTIVITY SECTOR 
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ANNEXE 4: CATEGORIES BASED ON THE AFG ESSENTIAL 
METRICS 
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